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Two Metaphors for Reasoning

Jaap Hage
University of Limburg, Dept. of Metajuridica

P.O. Box 616, 6200 MD Maastricht, The Netherlands
email: jaap.hage@metajur.rulimburg.nl

Abstract

This article discusses two metaphors that can be applied to reasoning. One metaphor
is based on the notion of a container �lled with information, the other on the idea of
colliding forces. The metaphors are connected to di�erent notions of logical validity,
namely the semantic and the pragmatic notion. It is argued that the �rst metaphor
is primarily suited to illuminate reasoning with factual statements, while the latter
metaphor is more suitable to deal with reasoning with rules. The di�erence between the
two metaphors is shown to be re
ected in di�erent approaches to defeasible reasoning.
Keywords: Reasoning with rules, Logical validity, Defeasibility

1 Introduction

Metaphors are very important for our view of the world [Lako� & Johnson, 1980]. They
strongly in
uence how we look at phenomena, and as a consequence how we try to solve
problems in certain areas. Metaphors can for that reason be seen as central elements in
scienti�c paradigms. Just as the quality of a paradigm strongly in
uences the success
of a research program based on this paradigm, the quality of a metaphor is to a large
degree determinative for the success of a direction of research. In fact, the metaphor
underlying a paradigm may be seen as part of the hard core of a research program,
where the various theories built on the metaphor are the protective belt of the program
(Cf. [Lakatos, 1970, pp. 132f.]).

The container metaphor, especially its elaboration in terms of possible worlds, plays
a central role in much of our thinking about valid reasoning and logic. A classical
de�nition of a valid argument is that an argument is valid if its conclusion is true in
all possible worlds in which all of its premises are true, that is, in all of the models of
the premises. Fruitful as this metaphor may have been for much logical theorizing, it
hinders an adequate analysis of reasoning with rules. At least, that is what I will argue
in this article.

Based on a short characterization of the role of argumentation in everyday life, I
propose another metaphor for arguments, the metaphor of colliding forces. In this
metaphor, the notion of a reason for a conclusion plays a central role. I will show how
the proposed metaphor makes sense of various forms of defeasibility. Moreover, I will give
examples how the container metaphor has in
uenced the development of nonmonotonic
logics, and how the colliding forces metaphor provides an alternative that may be more
fruitful.

c
1994 JURIX 127



JURIX'94: J. Hage

I have noticed that the ideas that are developed in this paper meet with considerable
resistance. At the end of the paper, I try to answer some of the obvious criticisms of
my approach. However, an argument for a di�erent metaphor for reasoning can hardly
be cogent. Therefore, the reader is asked to adopt the colliding forces metaphor as an
experiment, and to look at classical logical problems from this new perspective. Just
as with new glasses, it is only after a while possible to decide whether the new view is
better than the old one. The single observation that the old glasses seem good enough
will not do: carriages seemed good enough before there were cars.

2 The container metaphor for arguments

A common view of valid reasoning is that valid arguments make in their conclusions
information explicit that was implicitly available in the premises. The theory that con-
sists of the premises of an argument is considered as a container �lled with information.
Valid arguments show us parts of the contained information.

This container metaphor is often elaborated in terms of possible worlds. A possible
world is a collection of states of a�airs. A sentence divides the set of all possible worlds
into the set of worlds in which this sentence is true, and the set of worlds in which this
sentence is false. Analogously, every set of sentences (theory) divides the set of possible
worlds into two sets, the models and the non-models of the theory.

Given this relation between a theory and the set of its models of this theory, it is
possible to give an attractive de�nition of a valid argument. Each possible world can
be considered as a container of information. Those possible worlds that are models
of a particular theory, have a certain amount of information in common. In fact, the
common information of all these possible worlds is precisely the information contained
in the theory whose models they are. As a consequence, any sentence that contains
information that is also contained in the theory, will be true in all models of this theory.
That the conclusion of a valid argument can only contain information that was also
contained in its premises becomes in possible world terminology: An argument is valid
if and only if its conclusion is true in all possible worlds in which all of its premises are
true.

Possible worlds play an important role in the model theoretic semantics that are
given for many systems of logic. Not all of these uses of possible worlds are based on the
container metaphor that is discussed here. A possible worlds semantics is only based
on the container metaphor, if the truth of a sentence can be evaluated by means of one
possible world. At the end of this paper, I will say a little about logics that make use of
models that are not based on the container metaphor.

The notion of logical validity as expressed by means of possible worlds is essentially
semantic. It makes use of the truth values of sentences in possible worlds to determine
whether an argument is valid or not. In a calculus that is interpreted as a logic, the rules
of inference de�ne the syntactic notion of validity. An argument is valid if its conclusion
can be produced from the premises by means of the rules of inference that belong to the
calculus. Logical calculi are in
uenced by the possible worlds metaphor insofar as they
make their rules of inference re
ect the semantic notion of validity.
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3 The container metaphor and rules

Rules have no truth value, at least not in the sense in which ordinary statements such
as 'Amsterdam is the capital of the Netherlands' have a truth value. It is not simple to
give a de�nition of a rule, if only because there are many di�erent kinds of them. Rules
can be distinguished on the basis of their conclusions, which can, amongst others, be
classi�cations, and deontic and epistemic modalities. The latter rules can also function
as (material) rules of inference. Moreover, rules exist in di�erent ways. Some exist
because they are valid within a social institution, others because they are employed by
a su�cient number of members of a social group.

Yet, in spite of all these di�erences between kinds of rules, all rules have in common
that they do not state the presence of facts in the world, but that they create a connection
between these facts,1 that is, all rules are constitutive. Still, for the following discussions,
all rules may be considered as rules of inference, because constitutive rules justify the
adoption of a similar rule of inference. For instance, the validity of the rule that thieves
are punishable justi�es the adoption of the rule of inference that if a person is a thief,
it may be assumed that he is punishable.

That rules have no truth value has been mentioned as a reason why the traditional
notion of logical validity cannot be applied to arguments in which rules are involved,
because this classical notion makes essentially use of the notion of truth. This objection
can be dealt with by extending the notion of truth, so that rules can be true or false.2

If the notion of truth is extended, so that rules that are considered valid or acceptable,
are treated as true for the purposes of a formal logic, it becomes possible to deal with
normal rule application in for instance (modal) sentential and predicate logic. Rules
can (but need not) be represented as material or strict implications, in which case their
application is modeled as arguments of the form Modus Ponens.

This works as long as only normal rule application is involved, that is application of
a rule whose conditions are satis�ed. However, things go wrong if an argument based
on a rule turns out to be defeasible.3 A simple example can make this clear.

Thieves are punishable.

John is a thief.

Therefore: John is punishable.

The �rst premise of this argument expresses a valid rule; the second contains a
true sentence; the form of the argument is valid; in short nothing seems to be wrong
with this argument. Still the conclusion is false, because John's crime is prescribed
because of lapse of time. This is a simple example of defeasible reasoning; the addition
of new information makes a previously derivable conclusion underivable. Still, simple
as the example may be, it poses serious problems for the Modus Ponens model of rule
application, and also for the semantic notion of validity as used in connection with rule

1A more extensive discussion of rules, under the heading of nexus, can be found in [Hage, 1987].
2This approach has been taken by [Brouwer, 1982; Soeteman, 1989, pp. 62f], and Prakken (conver-

sation with the author). Extending the notions of true and false may be accompanied by a change in
terminology for the truth values.

3Things go also wrong in case of analogous rule application, but I do not want to discuss this here.
Cf. [Verheij & Hage, 1994].
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application, because this semantic notion, based on the container metaphor, validates
Modus Ponens.

The cause of the problems is the interpretation of the �rst premise as the statement
that all thieves are punishable. If the �rst premise is a statement, it must be false,
because John, who is a thief, is not punishable. Still, the rule on which the premise
is based is valid. It is possible to reformulate the �rst premise, so that it contains the
additional condition that the theft is not prescribed, but this would be rather ad hoc.
To make such a maneuver work, it is necessary to have a list with all possible exceptions,
and exceptions to exceptions, etc. And even if it would be possible to think of such a
list, it is not the case that the rules of law contain such complex conditions. This does
not mean that legal rules can only be based on single statutory regulations. It is possible
that more than one regulation is to be taken into account in formulating a rule of law.
It is, however, not seriously possible to add all the exceptions based on the particular
circumstances of individual cases into the conditions of a rule.

In short, it will not do to have rules in an argument if they are treated as if they
were statements. This conclusion returns us to the issue of semantic validity. Does it
make sense to work with the semantic notion of validity in case of arguments based
on rule application? My answer to this question would be negative, because the whole
issue of the information content, around which the semantic notion of validity is built, is
meaningless in connection with rules. It is possible to have formal theories of reasoning
with rules, but they cannot be based on the container metaphor and its corresponding
notion of semantic validity. As an alternative for the semantic notion, I will therefore
introduce the pragmatic notion of validity.

4 The pragmatic notion of validity

The pragmatic notion of validity is de�ned in terms of e�ectiveness of argumentation.
Argumentation is the speech act in which a line of reasoning is brought to the fore. Only
argumentation as an actual event can be e�ective; a line of reasoning can metaphorically
be said to be e�ective if its use in argumentation tends to be e�ective. In a similar
fashion, argumentation can be said to be valid if it employs a line of reasoning that is
valid.

There is a connection between logical validity and the e�ectiveness of means to
persuade an audience. Means of persuasion that are never e�ective, under whatever
circumstances, are not valid means. On the contrary, valid means of persuasion will be
normally e�ective. A deductively valid argument would never have counted as valid if
it would most of the times be ine�ective.

Notice that I almost automatically slipped into the discussion of argument types,
rather than individual arguments. In the case of individual arguments, the relation
between e�ectiveness and validity is not very interesting. We are interested in a possible
general connection between the validity and the e�ectiveness of arguments, and such a
general connection can only exist on the level of argument types, however a type may
precisely be de�ned.4

4The notions of e�ectiveness and validity are connected to types themselves. E�ectiveness is a causal
concept, and as such connected to causal laws that operate on types of events [Quinton, 1974]. Validity
means that there is conformance with criteria, which are also intrinsically connected to types [Hage,
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We found that valid arguments will normally be e�ective. Is it possible to turn the
connection between validity and e�ectiveness around, and say that argument types that
are usually e�ective, are also valid? I think that the answer to this question should in
general be a�rmative, but that there are three conditions that must be ful�lled. The
�rst condition is that the connection between e�ectiveness and validity is con�ned to
argument types. The second condition is that arguments of an e�ective type should
also be considered as reasons for the conclusion. The third condition, �nally, is that an
e�ective argument type should usually not loose its e�ectiveness if the rule of inference
that de�nes this argument type is criticized on the basis of other standards.

4.1 E�ectiveness and validity in connection with argument types

Not every argument that turns out to be e�ective, is ipso facto valid. People tend to make
mistakes, also in their judgment of arguments, and this may lead to the e�ectiveness
of invalid argumentation. However, people do not always make mistakes. If a type of
argument is most of the times e�ective, this very fact means that this type of argument
is considered to be a suitable type of argument for the conclusion at stake, or { in
other words { that it is (informally) valid. Of course, I assume here that the other two
conditions for validity are also satis�ed.

If validity is a characteristic of argument types, it is important to know how argu-
ments can be divided into the relevant types. Here the notion of a rule of inference
comes in. Rules of inference must abstract from some of the details of the arguments
they govern. If only for practical reasons, there cannot be a rule of inference for every
individual argument; a rule must state the validity of classes of inferences, which are
identi�ed by a number of characteristics identi�ed in the rule. A rule of inference spec-
i�es which characteristics of an argument determine whether the argument is valid. An
argument type is valid if arguments of this type are licensed by a rule of inference.

If an audience uses a rule of inference, it will both recognize arguments based on this
rule as valid, and be normally convinced by these arguments. It is not possible to use a
rule of inference, and still be normally unconvinced by arguments based on these rules.
A rule with such dubious e�ects can hardly be called a rule of inference anymore. That
is why valid arguments will usually be e�ective arguments too.

4.2 Causes and reasons

Not every argument type that is usually e�ective, is also valid. Suppose that it would
be an e�ective strategy for an attorney, who wants a suspect to be convicted, to point
out that the suspect is black. Does this make the argument that somebody is black a
valid one for the thesis that this person should be convicted?5

Pointing out that the suspect is black may trigger unconscious mechanisms that
would not be sanctioned by the persons subject to them, if they would be aware of

1984].
5The word `argument' is ambiguous. It denotes both a line or reasoning and a particular statement

made in a line of reasoning. I use the word in both senses and trust that, where the di�erence is
important, the context makes it clear which sense is used. Logicians sometimes use the word `argument'
in still another sense, namely in the sense of the set of sentences that is employed (as the premises) in
a line of reasoning.
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them. E�ectiveness of arguments only implies validity if the causal connection between
the arguments and their e�ects is approved by the persons for whom this connection
exists. Such approval can take place in the form of adducing the arguments as the reason
(not only the cause) why the conclusion was adopted. In other words, the facts adduced
in the argument should not only explain, but also justify the conviction in the eyes of
the audience.

Of course, explicit approval is only possible in those cases in which the convinced
person acknowledges the arguments as the cause of his conviction. This need not be the
case in all cases of conviction. However, for an argument type to be valid it is necessary
that the persons for whom the type is e�ective approve of this e�ectiveness if they are
aware of it.

4.3 Rules of inference should withstand criticism

Until now, I discussed rules of inference as if they were rules adopted by individual
persons. In the end, this seems to be correct. Rule following behavior ultimately comes
down to behavior of individuals. Still, the validity of arguments is usually evaluated by
means of standards that are in practice in a social group. Rules of inference are normally
social rules.

What counts as valid in one society or period of time, is based on the rules of inference
used in that society at that time; it may be completely invalid in another society or
period. The standards of validity are relative to a particular audience. Still, this does
not mean that it is impossible to argue about standards. Even in a racist society it is
possible to argue against discrimination on the basis of race. Such arguments will only
be e�ective (and valid) if this society adopts additional standards that make it possible
to evaluate the �rst-mentioned standards. The result of this evaluation may be that the
racist standards are wrong and consequently that it is invalid to argue for a person's
conviction by pointing out that he is black.6 7

4.4 The fact-value distinction

It may seem that the pragmatic notion of logical validity is based on a confusion between
the evaluative notion of validity and the factual notion of e�ectiveness. This appearance
is deceptive. The pragmatic notion of validity is based on rules of inference (standards
for the validity of arguments) and is as such evaluative. An argument is valid if it is in
accordance with a valid rule of inference.

E�ectiveness of arguments plays a role in the analysis of the existence (validity) of
rules of inference. Whether a rule of inference exists (whether it is valid) is a purely
factual matter, and whether an argument is in accordance with such a rule is also a

6Notice that the rule of inference involved here, namely that if somebody is black, he should be
convicted, is a material one, comparable to a warrant I the sense of [Toulmin, 1958]. In general, the
de�nition of pragmatic validity leaves room for both formal and material rules of inference.

7There is a problem here with arguments based on standards which should be rejected if they were
criticized, but which are actually not criticized. Such arguments would be considered as valid ones by
the audience, but they would not be valid according to the de�nition of pragmatic validity given here. I
will not discuss this case, but refer the reader to [Hage et al., 1994], where a similar problem is discussed
in connection with hard cases.
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purely factual matter. Therefore, the validity of an argument is a purely factual matter,
and the crucial facts have, in the pragmatic view, to do with the e�ectiveness of types
of argumentation.

Still, it may be objected that I confuse the internal and the external point of view
here. The reply to this objection is that this distinction is irrelevant for logical purposes.
I may use a standard in making an evaluative statement. In that case I take the internal
point of view, and do not relativize the evaluation to the validity of the standard. I
seem to accept the standard. However, the truth value of the evaluative statement still
depends on the validity of the standard. It does not matter whether the internal or the
external point of view is taken, a standard must be valid in order to support evaluative
judgments.

Since a logical theory is involved with the truth (or the acceptability) of conclusions,
the internal/external distinction does not play a role in it. An external theory that
speci�es the truth conditions for evaluative judgments, for instance about the validity
of arguments, also speci�es under which circumstances the evaluations are justi�ed.

It will be clear that the pragmatic notion of validity that is de�ned here is completely
di�erent from the semantic notion. It is much more connected to social practices and
human behavior, and less to the meaning and the truth conditions of sentences. Although
there seems to be room for both the semantic and the pragmatic notion of logical validity,
I think that the pragmatic notion is more useful if we deal with rules. In the next section,
I develop the forces metaphor of reasoning, to make this claim more clear.

5 The forces metaphor of reasoning

A rational audience that is subjected to arguments that try to convince it of a particular
conclusion, or of its denial, can be compared to a physical body that is subject to a
number of colliding forces. Just as the combination of the forces determines in which
direction the body will actually be moved (accelerated), the combination of the adduced
reasons determines whether a rational audience will accept the conclusion or its negation,
or refrain from judgment.

The forces that act upon a body are determined by the facts of the situation at
hand, and by the applicable laws of nature. In fact, the forces can be considered as
instantiations of the physical laws. None of the forces by itself determines the behavior
of the physical body; only in their interaction they cause the body to move. Clearly, if
there is only one force, that force by itself determines what will happen. In this case,
the one force should be considered as the combination of all the forces.

The relation between a physical law and a force is not straightforward. Indeed,
in simple cases, the magnitude of the force can simply be computed by �lling in the
parameters in the formula that represents the law. The gravitation on Earth can, for
instance, be computed by �lling in the mass m of the accelerated body in the formula
G = 9:8m. The scope of this law is restricted, however. The law only applies near the
surface of planet Earth. In a similar fashion, the Newtonian laws of gravitation only
apply if the concerned velocities are not extremely high. In short, a law does not apply
to a particular case if this case falls outside the scope of the law.8

8The scope of physical laws is discussed in [Toulmin, 1953, pp. 31 and 78].
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The relation between a physical law and its instantiations, the forces that occur in a
particular case, is similar to the relation between a rule9 and the reasons that are based
on it. If a rule applies to a particular case, the facts that make the rule applicable (that
match with the rule conditions) become a reason for the rule conclusion.

A reason is comparable to a force; it pulls a rational audience towards acceptation of
the conclusion for which it is a reason. A rule is comparable to a physical law. By itself
a rule has no e�ects, but if it is applied to the facts of a particular case, it makes some of
these facts into reasons. Similarly the law of gravitation by itself does not make things
move, but applied to a concrete situation it makes one body attract another body.

Just as physical laws have a scope, rules have a scope too. Criminal laws do not apply
to prescribed cases, some laws of contract do not apply in the case of force majeure, and
inferior rules do not apply if they con
ict with applicable superior rules.

The purpose of the comparison between a body that is subjected to forces, and an
audience that is subjected to arguments, is to suggest that the conclusion from a set of
premises is the outcome of the interactions of the reasons that can be based on these
premises, and that the role of rules, which make facts into reasons, is comparable to that
of forces, which make facts into causes.The comparison may be deceptive, because not all
`forces' that act on an audience represent reasons for accepting a particular conclusion.
It is not my intention to suggest that a conclusion can validly be drawn from a set of
premises, if the e�ect of adducing these premises is that the audience comes to accept the
conclusion. That is why I wrote about the in
uences of reasons on a rational audience.

5.1 The forces metaphor and defeasibility of rule application

If reasoning is considered in the light of the forces metaphor, the defeasibility of rule
application becomes a natural phenomenon. Let us de�ne defeasibility in the case of
rule application as follows:

The application of a rule is defeasible if it is possible that the conclusion of the rule
is not drawn in a particular case, even though the conditions of the rule are satis�ed in
this case.

On the basis of the colliding forces metaphor, defeasibility can be explained in two
ways. First it is possible that the case falls outside the scope of the rule. In that case the
rule does not apply, even though its conditions are satis�ed. If the rule does not apply,
it does not generate a reason, and then the conclusion should normally not be drawn
either. The second possibility is that the rule is applied and generates a reason for its
conclusion, but that this reason is neutralized or outweighed by other reasons pleading
in the opposite direction.

6 Forms of nonmonotonic reasoning

Let us say that two rules collide in a particular case if the instantiated conclusions of
these rules are inconsistent. If rules are considered as statements that are true or false
in possible worlds, theories that contain colliding rules that are both applicable are
inconsistent. There are in principle two possibilities to withhold a theory with colliding

9For the present purposes I identify rules and principles. The reader may substitute the word `prin-
ciple' for `rule' if she wishes to.

134



Two Metaphors for Reasoning

rules from being inconsistent.
One possibility is to leave a number of rules out of consideration, so that the re-

sult does not contain colliding rules anymore. This option is chosen by a number of
nonmonotonic logics that deal with colliding rules by means of a kind of inconsistency
handling. This approach is, in some form or another, taken in e.g. [Reiter, 1980; Mc-
Carthy,1980; Delgrande, 1988; Poole, 1988; Brewka, 1990; Ge�ner & Pearl, 1992]. I will
globally characterize the way in which these logics deal with rules, necessarily skipping
many details that make these logics di�erent from each other.10

A theory T is considered as consisting of two parts (each of which can theoretically be
empty), that is a consistent part of `hard' knowledge and a part of defeasible knowledge
(rules) in the form of so{called defaults. Let us call the hard knowledge K and the
defeasible knowledge D. T =< K;D >.

If T as a whole is consistent, reasoning with T is dealt with by classical logic or in
a similar way. If T is inconsistent, a new consistent theory T 0 is generated by adding
a subset D0 of D to K, so that T 0 =< K;D0 >. This new consistent theory T 0 is then
dealt with by classical logic or similarly.
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Often it will be possible to combine many di�erent subsets of D (sayD1::D3) with K
so that the result is consistent. For each of these subsets there is a corresponding set of
sentences that can be derived from them. These di�erent sets of derivable sentences are
called the extensions of T . A sentence can be derived from a theory T if this sentence
occurs in one or all of the extensions, or in one or all of the preferred subsets of the
extensions of T .

The other option is to `weaken' the conclusions that follows from rules, so that the
results of rule application are not incompatible anymore. Such a weakening may consist
of making the consequence of the application of a rule the existence of a reason for the
rule conclusion. The reasons that result from the application of colliding rules still have
to be `weighed' to determine which conclusion follows. This option corresponds to the
colliding forces metaphor or reasoning, and is adopted in Reason{Based Logic [Hage,

10The strive to capture a number of theories in one abstract description made it necessary to force
these theories in the same terminological framework, which means that the terms employed here are not
necessarily those that were used in the original descriptions.
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1993; Hage & Verheij, 1994a; Hage & Verheij, 1994b].
An alternative form of weakening is to assign the conclusion of the rule a probability

which is relativized to the rule conditions. If the probability of C, given A ( P (CjA) ) is
0.5, and the probability of C, given B ( P (CjB) ) is 0.01, this is not inconsistent, even if
it is given that A and B. This form of weakening would, however, ask for a completely
di�erent interpretation of rules. Such an interpretation would certainly not do for most
rules of law.

An advantage of the colliding forces metaphor is that it immediately suggests that
the outcome of argumentation should be the result of weighing sets of reasons, rather
than of individual arguments. Indeed, the outcome of colliding forces is also determined
by the summation of all the present forces.

We �nd that the two metaphors for reasoning, and their corresponding notions of
validity lead to di�erent ways to consider nonmonotonic reasoning and consequently to
di�erent nonmonotonic logics to deal with rules.

Still another metaphor considers defeasible reasoning as a con
ict between a number
of competing arguments. The strongest argument wins, and its conclusion is also the
conclusion from the set of all the premises from which the competing arguments were
constructed [Pollock, 1992; Simari & Loui, 1993; Prakken, 1993; Vreeswijk, 1993]. This
metaphor takes a place in between the forces metaphor and the container metaphor.
With the forces metaphor, it shares its focus on argumentation. With the container
metaphor it has in common that if an argument wins, its conclusion follows. This last
idea is related to the idea that if a conclusion is entailed by a set of true premises, it
must be true.

7 Conclusion and Reply to criticisms

The di�erence between rules and statements is re
ected in two complementary
metaphors for reasoning. Reasoning with statements that describe factual states of
a�airs is adequately dealt with by the container metaphor. The corresponding notion
of validity is a semantic one: the conclusion of a valid argument should not contain
information that is not available in the premises.

Reasoning with rules is covered by the metaphor of colliding forces. Rules gener-
ate reasons, which can con
ict just like forces that pull a physical object in di�erent
directions. Only in the case of reasons it is not a physical object, but rather (the justi-
�ed belief of the audience concerning) the correct conclusion that is being pulled. This
metaphor is accompanied by the pragmatic notion of validity. An argument is valid if
the type of reasons adduced in it is usually e�ective, if the reasons are recognized as
such by the audience, and if the involved rules of inference stand up against criticisms.

The twometaphors lead to di�erent approaches to reasoning with rules. In particular,
the colliding forces metaphor does not consider reasoning with colliding rules as a kind
of inconsistency handling. Inconsistency handling is not the right way to deal with
colliding rules, because colliding rules are not inconsistent.

Some may object that my claim that the container metaphor cannot adequately deal
with rule application has not been su�ciently substantiated yet. My main argument
against logics based on this metaphor was that they cannot deal with defeasibility of
rule application. However, there are logics, described in terms of possible worlds, that
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can handle defeasibility. These logics work with weaker conditionals than the material
implication, and do not validate Modus Ponens for these conditionals (e.g. [Morreau,
1994]).11Are not these logics counter examples to my claim?

The answer is negative, for two reasons. The �rst reason, which is the least important
one, is that a weaker conditional may be suitable to express conditional statements, but
not to express rules. The rule that thieves ought to be punished remains valid, even if we
know that John, who is a thief, ought not to be punished because he is a minor. However,
under these circumstances the conditional statement that if John is a thief, he ought to
be punished, is false. Conditional statements are only true if there is no information to
the e�ect that there are exceptional circumstances. Such information does not a�ect the
validity of rules, which does not depend on circumstances that in
uence the applicability
of a rule.

The second reason, which is more fundamental, is that conditional logics, such as the
logic proposed by Morreau, have implicitly abandoned the container metaphor, although
they still work with the notion of possible worlds. Their conditional sentences do not
(only) give us information about the world in which they are true, but indicate the
connection between facts of particular types, a connection which also depends on other
facts that are not speci�ed in the conditional itself.12In themselves, these conditional do
not tell us anything about the facts that obtain in the world in which they are true, just
as a single force does not tell us anything about the e�ects that are caused.

Because conditional logics are not based on the container metaphor, they are not
a counter{example against my claim that logics based on the container metaphor are
inadequate to deal with rule application. The same counts for logics, such as the logic
of conditional entailment [Ge�ner & Pearl, 1992], which for the de�nition of their deriv-
ability relation make use of a preferred subset of the models of the premises. Actually
these logics more or less do the same thing as conditional logics, which, in establishing
the truth of the conditional, take only a preferred subset of the models of the antecedent
of a conditional into account.
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